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Support Vector Machines are used for time series prediction and compared to radial basis function networks. We make use of two different cost functions for Support Vectors: training with (i) an $\varepsilon$ insensitive loss and (ii) Huber's robust loss function and discuss how to choose the regularization parameters in these models. Two applications are considered: data from (a) a noisy Mackey-Glass system (normal and uniform noise) and (b) the Santa Fe Time Series Competition (set D). In both cases, Support Vector Machines show an excellent performance. In case (b), the Support Vector approach improves the best known result on the benchmark by 29%.

1.1 Introduction

Support Vector Machines have become a subject of intensive study (see e.g. [3, 22]). They have been applied successfully to classification tasks as OCR [22, 17] and more recently also to regression [5, 23].

In this contribution\(^1\) we use Support Vector Machines in the field of time series

\(^1\) This paper is an extended version of [12].
prediction and we find that they show an excellent performance.

In the following sections we will give a brief introduction to support vector regression (SVR) and discuss the use of different types of loss functions. Furthermore, the basic principles of state space reconstruction are introduced in section 1.4. The experimental section considers a comparison of SVR and radial basis function (RBF) networks (introduced in section 1.3) with adaptive centers and variances. Both approaches show similarly excellent performance with an advantage for SVR in the high noise regime for Mackey Glass data. For benchmark data from the Santa Fe Competition (data set D) we get the best result achieved so far, which is 37\% better than the winning approach during the competition [25] and still 29\% better than our previous result [14]. A brief discussion concludes the chapter.

1.2 Support Vector Regression

In SVR the basic idea is to map the data \( x \) into a high-dimensional feature space \( \mathcal{F} \) via a nonlinear mapping \( \Phi \), and to do linear regression in this space (cf. [3, 22])

\[
f(x) = (\omega \cdot \Phi(x)) + b \quad \text{with } \Phi : \mathbb{R}^n \to \mathcal{F}, \quad \omega \in \mathcal{F},
\]

(1.1)

where \( b \) is a threshold. Thus, linear regression in a high dimensional (feature) space corresponds to nonlinear regression in the low dimensional input space \( \mathbb{R}^n \). Note that the dot product in Eq.(1.1) between \( \omega \cdot \Phi(x) \) would have to be computed in this high dimensional space (which is usually intractable), if we were not able to use the kernel trick – described in the following – that finally leaves us with dot products that can be implicitly expressed in the low dimensional input space \( \mathbb{R}^n \). Since \( \Phi \) is fixed, we determine \( \omega \) from the data by minimizing the sum of the empirical risk \( R_{emp}[f] \) and a complexity term \( ||\omega||^2 \), which enforces flatness in feature space

\[
R_{reg}[f] = R_{emp}[f] + \lambda ||\omega||^2 = \sum_{i=1}^{l} C(f(x_i) - y_i) + \lambda ||\omega||^2,
\]

(1.2)

where \( l \) denotes the sample size \( (x_1, \ldots, x_l) \), \( C(.) \) is a cost function and \( \lambda \) is a regularization constant. For a large set of cost functions, Eq. (1.2) can be minimized by solving a quadratic programming problem, which is uniquely solvable [18, 19].

It can be shown that the vector \( \omega \) can be written in terms of the data points

\[
\omega = \sum_{i=1}^{l} (\alpha_i - \alpha_i^*) \Phi(x_i)
\]

(1.3)

with \( \alpha_i, \alpha_i^* \) being the solution of the aforementioned quadratic programming problem [22]. \( \alpha_i, \alpha_i^* \) have an intuitive interpretation (see Fig. 1.1b) as forces pushing and pulling the estimate \( f(x_i) \) towards the measurements \( y_i \) (cf. [4]). Taking (1.3) and (1.1) into account, we are able to rewrite the whole problem in terms of dot
products in the low-dimensional input space (a concept introduced in [1])
\[
f(x) = \sum_{i=1}^{l}(\alpha_i - \alpha_i^*)(\Phi(x_i) \cdot \Phi(x)) + b = \sum_{i=1}^{l}(\alpha_i - \alpha_i^*)k(x_i, x) + b. \tag{1.4}
\]
In Eq. (1.4) we introduced a kernel function \(k(x_i, x_j) = (\Phi(x_i) \cdot \Phi(x_j))\). It can be shown that any symmetric kernel function \(k\) satisfying Mercer’s condition corresponds to a dot product in some feature space (see [3] for details). A common kernel is e.g. a RBF kernel
\[
k(x, y) = \exp(-||x - y||^2/(2\sigma^2)).
\]
For extensive discussion about kernels see [19].

1.2.1 Vapnik’s \(\varepsilon\)-insensitive Loss Function

For this special cost function the Lagrange multipliers \(\alpha_i, \alpha_i^*\) are often sparse, i.e. they result in non-zero values after the optimization (1.2) only if they are on or outside the boundary (see Fig. 1.1b), which means that they fulfill the Karush-Kuhn-Tucker conditions (for more details see [22, 18]). The \(\varepsilon\)-insensitive cost function is given by
\[
C(f(x) - y) = \begin{cases} 
|f(x) - y| - \varepsilon & \text{for } |f(x) - y| \geq \varepsilon \\
0 & \text{otherwise}
\end{cases}
\tag{1.5}
\]
(cf. Fig. 1.1a); the respective quadratic programming problem is defined as
\[
\text{minimize } \frac{1}{2} \sum_{i,j=1}^{l}(\alpha_i^* - \alpha_i)(\alpha_j^* - \alpha_j)k(x_i, x_j) - \sum_{i=1}^{l}\alpha_i^*(y_i - \varepsilon) - \alpha_i(y_i + \varepsilon)
\]
subject to \(\sum_{i=1}^{l}\alpha_i - \alpha_i^* = 0, \ \alpha_i, \alpha_i^* \in [0, \frac{1}{\lambda}]\). \tag{1.6}

Note, that the less noisy the problem, the sparser are the \(\alpha_i, \alpha_i^*\) for Vapnik’s \(\varepsilon\)-insensitive loss function. Note that the cost from Eq. (1.5) introduces a systematic bias, since we tend to underfit if \(\varepsilon\) is too large, e.g. in the extreme case of very large \(\varepsilon\) the resulting regression will be a constant.

1.2.2 Huber’s Loss Function

Other cost functions like the robust loss function in the sense of [6] can also be utilized (cf. Fig. 1.1a) [18]. This cost function has the advantage of not introducing additional bias (like the \(\varepsilon\)-insensitive one does), at the expense, however, of sacrificing sparsity in the coefficients \(\alpha_i, \alpha_i^*\).
\[
C(f(x) - y) = \begin{cases} 
\varepsilon|f(x) - y| - \frac{\varepsilon^2}{2} & \text{for } |f(x) - y| \geq \varepsilon \\
\frac{1}{\varepsilon}|f(x) - y|^2 & \text{otherwise}
\end{cases}
\tag{1.7}
\]
The corresponding quadratic programming problem takes the following form

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \sum_{i,j=1}^{l} (\alpha_i^* - \alpha_i)(\alpha_j^* - \alpha_j)k(x_i, x_j) + \sum_{i=1}^{l} (\alpha_i - \alpha_i^*)y_i + \frac{1}{2\lambda}(\alpha_i^2 + \alpha_i^*2) \\
\text{subject to} & \quad \sum_{i=1}^{l} \alpha_i - \alpha_i^* = 0, \quad \alpha_i, \alpha_i^* \in [0, \frac{\varepsilon}{\lambda}].
\end{align*}
\]

(1.8)

So basically all patterns become support vectors.

### 1.2.3 How to compute the threshold \( b \)?

Eqs. (1.6) and (1.8) show how to compute the variables \( \alpha_k, \alpha_k^* \). For the proper choice of \( b \), however, one has to make more direct use of the Karush-Kuhn-Tucker conditions that lead to the quadratic programming problems stated above. The key idea is to pick those values \( \alpha_k, \alpha_k^* \) for which the prediction error \( \delta_k = f(x_k) - y_k \) can be determined uniquely. In the \( \varepsilon \)-insensitive case this means picking points \( x_k \) on the margin, by requiring that one of the corresponding \( \alpha_k \) or \( \alpha_k^* \) be in the open interval \((0, \frac{\varepsilon}{\lambda})\). In that case we know the exact value

\[ \delta_k = \varepsilon \text{ sign}(\alpha_k - \alpha_k^*) \]

of the prediction error. Already one \( x_k \) would in principle be sufficient to compute \( b \) but for stability purposes it is recommended to take the average over \textit{all points on the margin} with

\[ b = \text{average}_k \{ \delta_k + y_k - \sum_i (\alpha_i - \alpha_i^*)k(x_i, x_k) \}. \]
For the Huber case \( b \) is computed along the same lines with
\[
\delta_k = \lambda (\alpha_k - \alpha_k^* )
\]
for \( \alpha_k \) or \( \alpha_k^* \in [0, \frac{1}{\lambda}] \), i.e. for points where the quadratic part of the cost function is active.

Finally, we note that when we solve the quadratic programming problem with an optimizer which computes the double dual (e.g. [21]), we can directly recover the value of the primal variable \( b \) as the corresponding one of the double dual [19].

1.3 RBF networks with adaptive centers and widths

The RBF nets used in the experiments are an extension of the method of Moody and Darken [10], since centers and variances are also adapted (see also [2]). The output of the network is computed as a linear superposition
\[
f(\mathbf{x}) = \sum_{k=1}^{K} w_k g_k(\mathbf{x}) ,
\]  
where \( w_k (k = 1, \ldots, K) \) denotes the weights of the output layer. The Gaussian basis functions \( g_k \) are defined as
\[
g_k(\mathbf{x}) = \exp \left( -\frac{||\mathbf{x} - \mu_k||^2}{2\sigma_k^2} \right) ,
\]
where \( \mu_k \) and \( \sigma_k^2 \) denote means and variances, respectively. In a first step, the means \( \mu_k \) are initialized with k-means clustering and the variances \( \sigma_k \) are determined as the distance between \( \mu_k \) and the closest \( \mu_i (i \neq k) \). Then in the following steps we perform a gradient descent in the regularized error function (weight decay)
\[
R_{reg} = \frac{1}{2} \sum_{i=1}^{l} (y_i - f(\mathbf{x}_i))^2 + \frac{\lambda}{2} \sum_{k=1}^{K} (w_k)^2.
\]  
Note that in analogy to Eq.(1.2), we used \( \lambda > 0 \) to denote the regularization parameter. It is easy to derive the gradients \( \partial R_{reg} / \partial \mu_k \) and \( \partial R_{reg} / \partial \sigma_k \) (see Appendix). Numerically we minimize Eq.(1.11) by a conjugate gradient descent with line search, where we always compute the optimal output weights in every evaluation of the error function during the line search. The optimal output weights \( \mathbf{w} = [w_1, \ldots, w_K]^T \) in matrix notation can be computed in closed form by
\[
\mathbf{w} = (G^T G + 2\lambda I)^{-1} G^T \mathbf{y} , \quad \text{where} \quad G_{ik} = g_k(\mathbf{x}_i)
\]  
and \( \mathbf{y} = [y_1, \ldots, y_l]^T \) denotes the output vector, and \( I \) an identity matrix. For \( \lambda = 0 \), this corresponds to the calculation of a pseudo-inverse of \( G \).

So, we simultaneously adjust the output weights and the RBF centers and variances (see Appendix for pseudo-code of this algorithm). In this way, the network
fine-tunes itself to the data after the initial clustering step, yet, of course, overfitting has to be avoided with careful tuning of the regularization parameter (cf. [2]).

1.4 How to predict?

Let \( \{x(t)\}, t = 1, \ldots , T, \) be a time series that was generated by a dynamical system. For convenience, consider \( x(t) \) to be scalar, but note that the treatment of multi-scalar time series is straightforward. We assume that \( \{x(t)\} \) is a projection of a dynamics operating in a high-dimensional state space. If the dynamics is deterministic, we can try to predict the time series by reconstructing the state space. A way to reconstruct the state space was introduced by Packard et al. [13] and mathematically analyzed by Takens [20]. A state vector is defined as

\[
x_t = (x(t), x(t - \tau), \ldots , x(t - (d - 1)\tau)),
\]

with time-delay \( \tau \) and embedding dimension \( d \). If the dynamics runs on an attractor of dimension \( D \), a necessary condition for determining \( x_t \) is

\[
d \geq D.
\]

If the embedding dimension is big enough, such that \( x_t \) unambiguously describes the state of the system at time \( t \), then there exists an equation for points on the attractor, which is of the form

\[
x(t + p) = f^*(x_t).
\]

In this equation, \( f^* \) is a function that allows to predict future values of the time series \( \{x(t)\} \) given past values, with \( p \) being the prediction horizon. Takens [20] showed that there is an upper bound

\[
d \leq 2D + 1
\]

for the embedding dimension \( d \), such that a continuous function \( f^* \) can be found within this bound. Regression techniques like SVR or RBF nets can therefore be used to estimate the prediction function on the basis of time-delay coordinates according to Eq. (1.13). For stationary dynamical systems the embedding parameters \( \tau \) and \( d \) can be found e.g. by the method of Liebert, Pawelzik and Schuster [8].

1.5 Experiments

We fix the following experimental setup for our comparison: (a) RBF nets and (b) SVR are trained using a simple cross validation technique. We stop training the RBF networks at the minimum of the one step prediction error measured on a randomly chosen validation set. For SVR the parameters \( (\lambda, \varepsilon) \) are also determined at the minimum of the one step prediction error on the same validation set. Other
methods, e.g. bootstrap can also be used to assess $\lambda$ and $\varepsilon$. For SVR we distinguish between a training with Huber loss and $\varepsilon$-insensitive loss. Gaussian kernels with

$$
k(x,y) = \exp(-||x-y||^2/(2\sigma^2)) \quad \text{and} \quad \sigma^2 = 0.75$$

are used in the SVR experiments. Note again that the RBF networks employed can adapt their variances $\sigma_k$ to the data individually. Furthermore, in contrast to SVMs the means $\mu_k$ do not need to coincide with data points. As forecasting experiments we consider (i) a toy problem to understand and control the experimental set-up and (ii) a benchmark problem from the Santa Fe Competition (data set D).

1.5.1 Mackey Glass Equation

Our first application is a high-dimensional chaotic system generated by the Mackey-Glass delay differential equation

$$
dx(t) = -0.1x(t) + \frac{0.2x(t-t_\Delta)}{1 + x(t-t_\Delta)^{10}}, \quad (1.17)$$

with delay $t_\Delta = 17$. Eq. (1.17) was originally introduced as a model of blood cell regulation [9] and became quite common as an artificial forecasting benchmark. After integrating (1.17), we added noise to the time series. We obtained training (1000 patterns) and validation (the following 194 patterns) sets using an embedding dimension $d = 6$ and a step size $\tau = 6$. The test set (1000 patterns) is noiseless to measure the true prediction error. We conducted experiments for different signal to noise ratios (SNR) using Gaussian and uniform noise (Table 1.1).

We define the SNR in this experiment as the ratio between the variance of the noise and the variance of the Mackey Glass data.

<table>
<thead>
<tr>
<th>noise</th>
<th>normal</th>
<th>uniform</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR</td>
<td>22.15%</td>
<td>44.3%</td>
</tr>
<tr>
<td>test error</td>
<td>1S 100S</td>
<td>1S 100S</td>
</tr>
<tr>
<td>$\varepsilon$-insensitive</td>
<td>0.017 0.218 0.040 0.335</td>
<td>0.006 0.028 0.012 0.070 0.017 0.142</td>
</tr>
<tr>
<td>Huber</td>
<td>0.017 0.209 0.040 0.339</td>
<td>0.006 0.041 0.014 0.065 0.019 0.226</td>
</tr>
<tr>
<td>RBF</td>
<td>0.018 0.109 0.044 0.266</td>
<td>0.009 0.062 0.014 0.083 0.028 0.282</td>
</tr>
</tbody>
</table>

Table 1.1 1S denotes the 1-step prediction error (RMS) on the test set. 100S is the 100-step iterated autonomous prediction. “SNR” is the ratio between the variance of the respective noise and the underlying time series. E.g. parameter choices for normal noise with SNR 22.15% is $\varepsilon = 0.01$ and $\lambda = 0.36$ for $\varepsilon$-insensitive loss and $\varepsilon = 0.1334$ and $\lambda = 0.0562$ for Huber loss. The respective RBF network uses 30 centers and $\lambda = 0.1$ chosen according to the validation set.
RBF networks and SVR achieve similar results for normal noise. It is to be expected that the method using the proper loss function (squared loss) wins for Gaussian noise, so we would actually expect the RBF nets to perform best followed by SVR trained with Huber loss, which is for large $\varepsilon$ close to the squared loss and finally followed by SVR using an $\varepsilon$-insensitive loss. Table 1.1 confirms this intuition partially. For uniform noise, the whole scenario should be reversed, since $\varepsilon$-insensitive loss is the more appropriate noise model (cf. [6]). This is again confirmed in the experiment. The use of a validation set to assess the proper parameters $\lambda$ and $\varepsilon$, however, is suboptimal and so the low resolution at which the $(\lambda, \varepsilon)$ space is scanned is partly responsible for the low resolution with which the $(\lambda, \varepsilon)$ space is scanned is partly responsible for table entries that do not match the above intuition.

1.5.2 Data Set D from the Santa Fe Competition

Data set D from the Santa Fe competition is artificial data generated from a nine-dimensional periodically driven dissipative dynamical system with an asymmetrical four-well potential and a slight drift on the parameters [24]. The system has the property of operating in one well for some time and then switching to another well with a different dynamical behavior. Therefore, we first segment the time series into regimes of approximately stationary dynamics. This is accomplished by applying the Annealed Competition of Experts (ACE) method described in [14, 11] (no assumption about the number of stationary subsystems was made). Moreover, in order to reduce the effect of the continuous drift, only the last 2000 data points of the training set are used for segmentation. After applying the ACE algorithm, the data points are individually assigned to classes of different dynamical modes. We then select the particular class of data that includes the data points at the end of Data Set D as the training set for the RBF networks and the SVR. This allows us to train the RBF networks and the SVR on quasi-stationary data and we avoid having to predict the average over all dynamical modes hidden in the full training set (see also [14] for further discussion). However, at the same time we are left with a rather small training set requiring careful regularization, since there are only 327 patterns in the training set. As in the previous section we use a validation set (50 patterns of the extracted quasi-stationary data) to determine the stopping point and $(\lambda, \varepsilon)$ respectively. The embedding parameters used, $d = 20$ and $\tau = 1$, are the same for all the methods compared in Table 1.2.

Table 1.2 shows that our 25 step iterated prediction of the SVR is 37% better than the one achieved by Zhang and Hutchinson [25], who used a specialized network architecture. It is still 20% better than our previous result [14] that used the same ACE preprocessing as above and simple RBF nets (however at that time with non-adaptive centers and variances). As expected, the results are inferior, if we

---

2. Hereby we assume that the class of data that generated the last points in the training set is the one that is also responsible for the first couple of steps of the iterated continuation that we aim to predict.
train on the full, non-stationary training set without prior segmentation. However, 
$\varepsilon$-insensitive SVR is still better than the previous results on the full set.

<table>
<thead>
<tr>
<th>experiment</th>
<th>$\varepsilon$-ins.</th>
<th>Huber</th>
<th>RBF</th>
<th>ZH [25]</th>
<th>PKM [14]</th>
</tr>
</thead>
<tbody>
<tr>
<td>full set</td>
<td>0.0639</td>
<td>0.0653</td>
<td>0.0677</td>
<td>0.0665</td>
<td>–</td>
</tr>
<tr>
<td>segmented set</td>
<td>0.0418</td>
<td>0.0425</td>
<td>0.0569</td>
<td>–</td>
<td>0.0596</td>
</tr>
</tbody>
</table>

Table 1.2 Comparison (under competition conditions) of 25 step iterated predictions (root mean squared errors) on Data set D. “–” denotes no prediction available. “Full set” means that the full training set of set D was used, whereas “segmented set” means that a prior segmentation according to [11, 14] was done as preprocessing.

1.6 Discussion and Outlook

The chapter showed the performance of SVR in comparison to tuned RBF networks. For data from the Mackey-Glass equation we observed that also for SVR it pays to choose the proper loss function for the respective noise model (cf. [18, 19]). In both SVR cases training consisted in solving a – uniquely solvable – quadratic optimization problem, unlike the RBF network training, which requires non-linear optimization with the danger of getting stuck in local minima. Note that a stable prediction is a difficult problem since the noise level applied to the chaotic dynamics was rather high. For the data set D benchmark we obtained excellent results for SVR – 37% above the best result achieved during the Santa Fe competition [25]. Clearly, this remarkable difference is mostly due to the segmentation used as preprocessing step to get stationary data [11, 14], nevertheless still 29% improvement remain compared to a previous result using the same preprocessing step [14]. This underlines that we need to consider non-stationarities in the time series before the actual prediction, for which we can then use SVR or RBF nets (see also [11, 14, 15, 7] for discussion).

Our experiments show that SVR methods work particularly well if the data is sparse (i.e. we have little data in a high-dimensional space). This is due to their good inherent regularization properties.

Inspecting the RBF network approach more closely, we can see that a variety of individual variances $\sigma_k$ appear as a result of the learning process. Clearly, in this sense RBF nets are the more flexible model, since multi-scaling information is extracted and taken into account. Of course the higher flexibility must be counter-balanced with a careful regularization. It now appears tempting to keep the principled regularization approach of SVR and to also allow for multiple variance SV kernels in Support Vector machine training. This way we would not to be obliged
to determine a single scale to look at the data before learning. Other things that remain are: determining the proper parameters \( \lambda \) and \( \varepsilon \). This is still suboptimal and computationally intensive (if not clumsy). Both, some improved theoretical bounds and/or a simple heuristics to choose them would enhance the usability of SVR, since \( (\lambda, \varepsilon) \) are powerful means for regularization and adaptation to the noise in the data. Bootstrap methods or methods using a validation set are only a first step.
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Appendix

Taking the derivative of Eq.(1.11) with respect to RBF means and variances we obtain

\[
\frac{\partial R_{\text{reg}}}{\partial \mu_i} = \sum_{i=1}^{l} (f(x_i) - y_i) \frac{\partial}{\partial \mu_i} f(x_i), \quad \text{with} \quad \frac{\partial}{\partial \mu_i} f(x_i) = w_i \frac{x_i - \mu_i}{(\sigma_i^2)} g_i(x_i)
\]

(1.18) and

\[
\frac{\partial R_{\text{reg}}}{\partial \sigma_i} = \sum_{i=1}^{l} (f(x_i) - y_i) \frac{\partial}{\partial \sigma_i} f(x_i), \quad \text{with} \quad \frac{\partial}{\partial \sigma_i} f(x_i) = w_i \frac{||\mu_i - x_i||^2}{(\sigma_i^2)} g_i(x_i)
\]

(1.19)

These two derivatives are employed in the following algorithm (in pseudo-code):

**Algorithm RBF-Net**

**Input:**
- Sequence of labeled training patterns \( Z = \{ (x^1, y^1), \cdots, (x^l, y^l) \} \)
- Number of RBF centers \( K \)
- Regularization constant \( \lambda \)
- Number of iterations \( T \)

**Initialize:**
- Run \( K \)-means clustering to find initial values for \( \mu_k \) and determine \( \sigma_k \) \((k=1,\ldots,K)\) as the distance between \( \mu_k \) and the closest \( \mu_i \) \((i \neq k)\).

**Do for** \( t = 1 : T \),
  1. Compute optimal output weights \( w = (G^\top G + \frac{\lambda}{t} I)^{-1} G y^\top \)

3. The ability of processing multiscale information could also be the reason to the often more stable 100 step prediction of RBF nets that was observed in the experiments.
2a. Compute gradients $\frac{\partial}{\partial \mu_k} R_{reg}$ and $\frac{\partial}{\partial \sigma_k} R_{reg}$ as in (1.19) and (1.18) with optimal $\mathbf{w}$ and form a gradient vector $\mathbf{v}$
2b. Estimate the conjugate direction $\mathbf{v}$ with Fletcher-Reeves-Polak-Ribiere CG-Method [16]
3a. Perform a line search to find the minimizing step size $\delta$ in direction $\mathbf{v}$; in each evaluation of $R_{reg}$ compute the optimal output weights $\mathbf{w}$ as in line 1
3b. update $\mu_k$ and $\sigma_k$ with $\mathbf{v}$ and $\delta$

**Output:** Optimized RBF net
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